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Sparse sampling offers tremendous potential for overcoming the time limitations imposed by traditional
Cartesian sampling of indirectly detected dimensions of multidimensional NMR data. Unfortunately, sev-
eral otherwise appealing implementations are accompanied by spectral artifacts that have the potential
to contaminate the spectrum with false peak intensity. In radial sampling of linked time evolution peri-
ods, the artifacts are easily identified and removed from the spectrum if a sufficient set of radial sampling
angles is employed. Robust implementation of the radial sampling approach therefore requires optimiza-
tion of the set of radial sampling angles collected. Here we describe several methods for such optimiza-
tion. The approaches described take advantage of various aspects of the general simultaneous
multidimensional Fourier transform in the analysis of multidimensional NMR data. Radially sampled data
are primarily contaminated by ridges extending from authentic peaks. Numerical methods are described
that definitively identify artifactual intensity and the optimal set of sampling angles necessary to elimi-
nate it under a variety of scenarios. The algorithms are tested with both simulated and experimentally
obtained triple resonance data.

� 2008 Elsevier Inc. All rights reserved.
1. Introduction

With the advent of cold probe technology, time rather than
sensitivity is often a limiting factor in multidimensional NMR
experiments of macromolecules such as proteins. This is particu-
larly true in the case of experiments of high dimensionality. For
example, the collection of a traditional four-dimensional experi-
ment with high resolution, because of the strict requirement of
Cartesian sampling, would generally require weeks if not months
of measurement time. Multiple approaches have recently been
introduced in an effort to overcome the measurement time
requirements presented by sequential and equi-spaced sampling
of time domain data. These include analysis of non-linearly sam-
pled time domain data [1,2], filter diagonalization [3], the GFT-
based approach [4], projection reconstruction [5] and the direct
multidimensional Fourier transform [6–8]. Although all of the
methods listed have proven utility, the basis for selecting one
method over another has yet to be established. This uncertainty
arises from the various sparse sampling schemes employed by
each of the methods.

Of the sparse sampling methods radial sampling of the indirect
evolution domain is perhaps most appealing under the appropriate
conditions because of its suitability to processing with both deter-
ministic and statistical methods [9–13]. Widely implemented in
ll rights reserved.
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the context of projection reconstruction and the equivalent
multidimensional Fourier transform, this sampling scheme is
desirable in many cases because of the flat baseline outside of
the ridges that extend from the peaks. Additionally, it has been
shown that relatively few data points are needed to resolve specific
spectral information [12]. In the context of (3,2) projection recon-
struction and its related techniques, radial sampled data are first
processed into two-dimensional tilt planes where the tilt angle is
dependent upon the radial sampling angle selected during data
collection. Subsequently, various methods can be used to either
generate a final spectrum or peak list. In the context of direct mul-
tidimensional Fourier transform, the radial sampled data are pro-
cessed either into single angle multidimensional spectra, with
ridges extending from the peak chemical shifts at a vector depen-
dent upon the radial sampling angle. Then the single angle spectra
are compared to generate a final spectrum. Alternatively, multiple
angle data sets can be combined and Fourier transformed simulta-
neously to produce a final multidimensional spectrum with ridges
extending at all of the sampling angles included. Regardless of the
processing method applied, the quality of the final data is directly
dependent upon the radial sampling angles chosen during data col-
lection. It is the issue of angle selection that is the focus here.

Two methods have been implemented for angle selection. The
first, implemented in the context of HIFI-NMR, uses a probability
distribution to determine subsequent angles from an initial data
set [14]. The second, implemented in the context of projection
reconstruction, selects subsequent angles by choosing the angle
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that resolves the most peaks from a provisional spectrum [15,16].
In brief, this approach first generates a provisional spectrum from
data that has already been collected. Subsequent sampling angles
are assessed by generating a skyline projection spectrum for each
angle and scoring the skyline projections for the number of
resolved peaks it contains. A skyline projection spectrum is gener-
ated for each potential sampling angle by taking the maximum
value along a vector extending through the provisional spectrum
perpendicular to the angle of interest. If two peaks in the provi-
sional matrix are on the same vector only one response is shown
in the skyline projection. The next angle is selected by comparing
the number of resolved peaks in each skyline projection spectrum
and avoiding angles that have relatively few resolved peaks in their
skyline projections. As pointed out by the authors, this algorithm
functions optimally when a spectrum is not too complex. When
the complexity of the spectrum increases the algorithm could fal-
ter, primarily from limited resolution in the skyline spectra. Addi-
tionally, this method does not present the ability to determine
when a sufficient number of radial sampled angle spectra have
been collected. This inability arises from not treating the peaks in
the provisional spectrum individually, but rather looking at the
total number of resolved peaks in the skyline projection. Only in
the case where the total number of peaks resolved in the skyline
spectrum is equal to the number of peaks in the provisional spec-
trum is one able to assess that ‘enough’ data have been collected. In
the absence of such a condition it is impossible to decipher an
authentic peak from an artifact peak. In the absence of a determin-
istic angle selection algorithm, data collection becomes inefficient
and time is potentially wasted by collecting too much data or by
collecting data of poor quality (i.e. data with a large number of arti-
fact peaks).

In order to increase the utility of the radial sampling approach we
present methods to optimize the set of sampling angles employed.
The approaches can be classified into two general situations. The first
is when the peak resonance frequencies are known and need to be
resolved from artifact and the second is when the peak resonance
frequencies are not known and need to resolved and assigned. The
former case corresponds to a need to measure variation in intensity
such as in a hydrogen exchange or classical relaxation experiment.
For this two algorithms have been developed. One determines the
minimum set of angles necessary to distinguish authentic peak
intensity from artifactual intensity introduced by the Fourier analy-
sis of radially sampled data (i.e. the ridges). The second algorithm
determines the fewest angles needed to produce an artifact free
spectrum when a lower value comparison is performed. Alterna-
tively, for situation where the peak resonance frequencies are not
known, an algorithm is developed to provide for iterative post-
acquisition determination of the optimal sampling angles to collect
and to provide a definitive conclusion regarding the separation of
authentic peak intensity from ridge artifacts. This type of algorithm
is essential for the optimized application of radial sampling of data to
be employed for de novo resonance assignment. Both algorithms are
tested in the context of a radial sampled HNCO processed with the
direct multidimensional Fourier transform combined with lower
value comparison but are applicable, with minor modifications to
the selection criteria, to more sophisticated artifact removal
schemes.
2. Theory

In a three-dimensional spectrum, radial sampling is accom-
plished by linking the evolution of the two indirect dimensions
by setting t1 = scos(a) and t2 = ssin(a), where s is the incremented
time domain and a is the sampling angle, while continuing to col-
lect the traditional quadrature pairs for both indirect dimensions
[15]. To generate a frequency domain spectrum the data can be
processed with a direct single step, 2D Fourier transform [11]

Sðx1;x2Þ ¼
Xtmax

1

t1¼0

Xtmax
2

t2¼0

expð�ix1t1Þ expð�jx2t2Þf ðt1; t2Þwðt1; t2Þ

where i and j are quarternion numbers; t1, t2 are the incremented
times, x1 and x2 comprise the frequency pair being determined,
f(t1, t2) = exp(�iX1t1)exp(�jX2t2) is the data being transformed, X1

and X2 are the chemical shifts for time domains 1 and 2, respec-
tively, and w(t1, t2) is a weighting factor to account for the non-equi-
spaced sampling of the time domain.

When t1 and t2 are incremented independently, in traditional
Cartesian fashion, the direct 2D Fourier transform produces the
same results as the traditional sequential one-dimensional Fourier
transforms. In the case of radial sampling the Fourier transform is
effectively underdetermined and produces ridges that extend
through the spectrum where Eq. (2) is satisfied

x1 �X1

x2 �X2
¼ tanðaÞ ð2Þ

This relationship is true when a is either positive or negative, lead-
ing to two ridges extending from the each peak in the spectrum, one
with a positive slope and the other with a negative slope.

We define an ordered triple with the directly detected
dimension, x3, in the first position and the two linked indirect
dimensions, x1 and x2, in the second and third positions, respec-
tively. The following linear equation describes the ridge extending
from a peak located at point P1 in the so-called (3,2) radially
sampled experiment, where we employ the nomenclature of
Szyperski and Atreya [17]

P ¼ P1 þ nð0; cosð�ð90� aÞÞ; sinð�ð90� aÞÞÞ ð3Þ

where P represents a point on the ridge, a is the sampling angle and
n is a scalar. As before, the ± sign is included because two ridges
extend, one with a positive slope and another with a negative slope.
In the case of a (4,2) radially sampled experiment four ridges would
extend from each peak. In this case, Eq. (3) is expanded to account
for two sampling angles, a and b, as described by the following
equation:

P ¼ P1 þ nð0; cosð�ð90� aÞÞ cosð�ð90� bÞÞ; sinð�ð90� aÞÞ
� cosð�ð90� bÞÞ; sinð�ð90� bÞÞÞ ð4Þ

These basic descriptions allow the determination of whether two
peaks are resolved at a given sampling angle and where all of the
potential artifact positions are located. Further, this description
allows all peaks to be analyzed simultaneously, regardless whether
they are resolved in the directly detected dimension.

2.1. Peak–peak resolution

Two peaks in a radially sampled experiment are not resolved
if the ridge from one of the peaks intersects the second. To
determine if two peaks are resolved the distance from one of
the peaks to the closest points on the positive and negative ridge
components of the other peak is determined. If both distances
are greater than a specified cutoff (chosen to reflect a finite line
width), the peak is considered resolved. The distance measure-
ment is illustrated in Fig. 1A, where the peaks are represented
by points P1 and P2. For clarity only one of the ridge components
is shown in the figure. The distance between P2 and the ridge
from P1 is determined by applying the point to line distance
algorithm commonly encountered in computer graphics [18].
Here we generalize this approach. The first step is to define an
equation in order to solve for point Pmin, the closest point on
the ridge to the peak located at P2



Fig. 1. Illustration of the peak to ridge distance in 3D space (A). Given two peaks, located at P1 and P3, the shortest distance is calculated between the peak located at position
P3 and the nearest point on the ridge, extending from the peak at position P1, located at point P. See text for details regarding this distance calculation. If the distance is greater
than a specified cutoff the two peaks are resolved at the given sampling angle a. Illustration of the ridge to ridge distance (B). The ridge to ridge distance is used to determine
if an artifact is generated from the intersection of ridges extending from peaks at locations P1 and P3. Additionally, if the distance between the two ridges is less than a
specified cutoff, the artifact position is determined as the average of the closest points PA and PB. See text for details regarding this calculation.
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Pmin ¼ P1 þ uðP � P1Þ ð5Þ

To determine P an arbitrary non-zero scalar n is used. When the dis-
tance between point P2 and Pmin is minimized the vector from Pmin

to P2 is perpendicular to the ridge. Therefore, the dot product of the
two vectors is zero

ðP2 � PminÞ � ðP � P1Þ ¼ 0 ð6Þ

In order to solve for the point Pmin, Eq. (5) is substituted into the dot
product relationship and the scalar u is determined

u ¼ P2 � ðP � P1Þ � P1 � ðP � P1Þ
ðP � P1Þ � ðP � P1Þ

ð7Þ

Finally, the expression for u is used to determine the point Pmin

Pmin ¼ P1 þ
P2 � ðP � P1Þ � P1 � ðP � P1Þ
ðP � P1Þ � ðP � P1Þ

ðP � P1Þ ð8Þ

The distance between Pmin and P2 is then

distance ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðPmin � P2Þ � ðP � P2Þ

p
ð9Þ

The distance defined above corresponds to an infinitely narrow line.
To accommodate consideration of a finite linewidth the effective
width along the line connecting the two points of interest must
be determined. This is accomplished by setting the origin of the
Cartesian basis at point P then defining two angles between points
Pmin and P2 that would be used to describe the latter’s position with
respect to the former in a polar basis. These two angles are defined
as:

a1 ¼ arctan
Pminðx1Þ � P2ðx1Þ
Pminðx3Þ � P2ðx3Þ

����
���� ð10aÞ

a2 ¼ arctan
jPminðx2Þ � P2ðx2Þjffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðPminðx1Þ � P2ðx1ÞÞ2 þ ðPminðx3Þ � P2ðx3ÞÞ2
q ð10bÞ

Here the subscript defines the Cartesian chemical shift components
of vector Pmin and P2. Note that the denominator is zero if the angle
is 90�. The linewidths along the specified distance line can be deter-
mined using the above defined angles as follows:

linewidthx1 ¼ ðcartesian linewidthx1 Þðsin a1Þðcos a2Þ ð11aÞ
linewidthx2 ¼ ðcartesian linewidthx2 Þðsin a2Þ ð11bÞ

linewidthx3 ¼ ðcartesian linewidthx3 Þðcos a1Þðcos a2Þ ð11cÞ

The effective linewidth for a peak along a given vector is then the
Euclidean distance of the scaled components

linewidth ¼
X

q¼x1 ;x2 ;x3

linewidth2
q

 !1=2

ð12Þ

The same scaling components can be used for both the peak at P2

and the ridge at Pmin because of the mirror symmetry between
them. Note that the linewidth at point Pmin is the same as the
linewidth at peak P1. Finally, a measure of resolution is obtained
by subtracting the two linewidths from the distance measured
above

resolution distance ¼ distance� linewidthP1 � linewidthP2 ð13Þ

The correction for finite line width in a higher dimensional
experiment expands accordingly while the minimum distance algo-
rithm remains unchanged. In the case of a (4,2) experiment four
linewidths will be scaled using three angles defined in the same
manner as Eqs. (10a) and (10b). The four scaling components are:
(sina1)(cosa2)(cosa3), (sina2)(cosa3), (sina3) and (cosa1)(cosa2)
(cosa3) for the x1, x2, x3 and x4, respectively. Where x1, x2

and x3 are the indirectly detected dimensions and x4 is the directly
detected dimension. Additionally, this treatment also provides a
mechanism for filtering a peak list to allow for authentic peaks that
will never be resolved to be treated as one peak. For example, one
peak that encompasses two non-resolved peaks can be set to have
a peak position equal to the average of the two peaks and a broader
linewidth to account for both peaks.

2.2. Potential artifact positions

The lower value algorithm efficiently removes ridge artifacts if
an appropriate combination of angle spectra are compared [15].
In instances where an inappropriate (insufficient) number of an-
gle spectra are employed, ridge intensity may be present at posi-
tions in the spectrum not corresponding to authentic peak
intensity and represents an artifact in the spectrum. The artifacts
occur at locations when multiple ridges intersect. Therefore,
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determining all possible ridge intersection points can lead to the
identification of artifact peaks. If the ridge linewidths were infi-
nitely narrow the potential artifact locations would be the solu-
tion to the set of linear equations describing the ridges. In order
to accommodate finite linewidths a ridge to ridge distance algo-
rithm is used. The algorithm is an application of the general line
to line distance algorithm also often used in computer graphics
[18]. If the distance between two ridges is less than a specified
cutoff, the average of the two closest points on each ridge is
marked as a potential artifact. This procedure is illustrated in
Fig. 1B. Here two ridges extend from points P1 and P2 and points
PA and PB represent the closest points between the two ridges.
This figure illustrates only one of the ridge components from each
peak. The total number of ridges is defined by the sampling
scheme as discussed above.

The two ridges of Fig. 1B are represented by the linear equations
(14a) and (14b):

PA ¼ P1 þ aðP2 � P1Þ ð14aÞ
PB ¼ P3 þ aðP4 � P3Þ ð14bÞ

Here P1 and P3 are the positions of authentic peaks. Points P2 and P4

are defined as a function of the sampling angle, as presented in Eqs.
(3) and (4) for a non-zero scalar n. a and b are the scalars used to
define points the closest points PA and PB. A vector W can be defined
between the two closest points as:

W ¼ PA � PB ð15Þ

As before, in order to solve for PA and PB the scalars a and b must be
determined. W becomes

W ¼ P1 þ aðP2 � P1Þ � P3 � bðP4 � P3Þ ð16Þ

For clarity we can define a vector from the peak at P1 to the
peak at P3

W0 ¼ P1 � P3 ð17Þ

The simplified expression for W is presented by substituting Eq.
(17) into Eq. (16)

W ¼W0 þ aðP2 � P1Þ � P3 � bðP4 � P3Þ ð18Þ

From the definition of two skew lines we know the vector
describing the line between the closest points is the only line
uniquely perpendicular to both the lines describing the ridges.
Therefore, the dot product and unit vectors (P2 � P1) and (P4 � P3)
that describe the two ridges is zero

W � ðP2 � P1Þ ¼ 0 ð19aÞ
W � ðP4 � P3Þ ¼ 0 ð19bÞ

Substituting the expression for W into the dot product definitions
puts the equations in terms of the scalars a and b:

W0 � ðP2 � P1Þ ¼ bðP2 � P1Þ � ðP4 � P3Þ � aðP2 � P1Þ � ðP2 � P1Þ
ð20aÞ

W0 � ðP4 � P3Þ ¼ bðP4 � P3Þ � ðP4 � P3Þ � aðP4 � P3Þ � ðP2 � P1Þ
ð20bÞ

For clarity the following scalars are defined: h = W0 � (P2 � P1),
i = (P2 � P1) � (P2 � P1), j = (P2 � P1) � (P2 � P1), k = W0 � (P2 � P1)
and l = (P4 � P3) � (P4 � P3). Substituting into Eqs. (20a) and (20b)
gives:

a ¼ ki� hl

jl� i2 ð21aÞ

b ¼ jk� hi

jl� i2 ð21bÞ
Upon substitution of Eqs. (21a) and (21b) into Eqs. (14a) and (14b),
the points PA and PB become:

PA ¼ P1 þ
ki� hl

jl� i2 ðP2 � P1Þ ð22aÞ

PB ¼ P3 þ
jk� hl

jl� i2 ðP4 � P3Þ ð22bÞ

The Euclidean distance between points PA and PB is defined as:

distance ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðPA � PBÞ � ðPA � PBÞ

p
ð23Þ

In order to determine if an artifact is present the distance is scaled
for the line widths in the same manner as in the peak to ridge dis-
tance. If the scaled distance is less than a specified cutoff a potential
artifact is located at the average of points PA and PB. Again, this algo-
rithm is also applicable to higher dimensional experiments.

We now have the tools necessary to optimize the collection of
radially sampled data.

2.3. Minimum angles to resolve peak intensities

The first case that we consider is the situation where the posi-
tions of authentic peaks are known. This would be encountered
during the collection of three-dimensionally resolved relaxation
or hydrogen exchange data, for example. Here the goal is to collect
data as efficiently as possible such that all authentic peaks are free
from contaminating artifact intensity. Importantly, in this situa-
tion, artifact intensity that is resolved from known authentic peak
intensity is of no consequence.

Relaxation rates vary as a function of angle for radial sampled
experiments because the data are a product of two relaxation
components, one from each of the two indirectly evolved dimen-
sions (spins). The variation in relaxation can be eliminated by
using a single sampling angle for a series of experiments. In turn,
treating the angles independently, allows for the ridge intensity
to be left in the spectrum, skipping any lower value comparison.
To increase the number of peaks resolved at a sampling angle
the positive and negative ridge components are isolated and
analyzed separately. The ridge components are isolated in the
same manner as presented in our recent description of how to
phase correct radially sampled data [19]. In brief, two spectra
are generated, one using the matching two-dimensional Fourier
transform and the other using a non-matching Fourier transform
(sin–sin Fourier transform for cos–cos modulated data). The dif-
ference of these two spectra generates the positive slope ridge
component and the sum generates the negative slope ridge com-
ponent as demonstrated in Fig. 2. If all authentic peaks are not
resolved from ridge intensity with a single sampling angle, mul-
tiple sampling angles can be used but the resulting data should
be treated independently. Treating the angle spectra indepen-
dently, allows for a simple algorithm to determine the optimal
sampling angles. The first step in the algorithm is to edit the
peak list grouping authentic peaks that are not resolved from
each other as opposed to resolved from artifactual peak inten-
sity. Unresolved authentic peaks will not be resolved by any
sampling angle and are therefore treated as a single peak with
a linewidth that spans the group of peaks. After the peak list
has been edited every combination of peaks is tested for resolu-
tion from artifact intensity using the peak to ridge distance algo-
rithm for a selected series of angles. The peak to ridge distance
accounts for a difference of the chemical shifts in the directly
detected dimension avoiding the need to sort the peaks to assure
they are in the same indirect plane of the spectrum. This step
generates two lists of peaks for the sampling angle tested, one
for the peaks resolved in the positive slope component spectrum,



Fig. 2. Demonstration of how to separate angle spectra into ridge component spectra. For this example a 10 peak quaterion data set was generated using a 45� sampling
angle. Spectrum A shows the absorptive spectra generated by applying the matching direct 2D Fourier transforms to the four data components. Spectrum B shows the
spectrum generated by applying the non-matching direct 2D Fourier transforms, for example the sin–sin 2D Fourier transform was applied to the cos–cos modulated data
component. Transforming with the non-matching 2D Fourier transform produces a spectrum with negative intensity (grey) for the positive sloped ridge and positive intensity
(black) for the negative sloped ridge. Spectrum C shows the isolated positive sloped ridge component spectrum, generated by taking the difference of spectrum B from
spectrum A. Spectrum D shows the negative sloped ridge component spectrum generated by summing spectra A and B.
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and another for the peaks resolved in the negative slope compo-
nent spectrum.

The results of a series of sampling angles can be sorted to deter-
mine the minimum number and identity of the sampling angles
needed to resolve the intensity of all of the authentic peaks in a
spectrum. The two lists of resolved peaks at each angle are com-
bined and any redundancy removed; some peaks will be resolved
in both of the component spectra. The angle that resolves the most
peaks is then found. If the selected angle fails to resolve all of the
peaks additional angles are selected on the basis of resolving the
most peaks.

This procedure was tested with a simulated data set consisting
of 10 peaks, all located in the same plane. The peaks were ran-
domly distributed in two dimensions, with the criteria that they
would not be resolved by only one of the two dimensions. The
results are shown in Fig. 3. For comparison the same peak frequen-
cies and linewidths were used to generate a Cartesian sampled
data set resulting in the spectrum shown in Fig. 3A. Analysis of
the peak list concluded that an 85� sampling angle would resolve
all of the peaks. The positive slope ridge component of the 85�
spectrum is shown in Fig. 3B. For clarity the Cartesian sampled
spectrum is overlaid in gray.
2.4. Minimum sampling angles to generate an artifact free spectrum

In the second scenario that is likely to be encountered, an artifact
free spectrum is desired. To produce such a spectrum the lower value
algorithm is used to remove the artifacts, the success of which is
dependent upon the collection of an appropriate set of sampling an-
gles. If suboptimal sampling angles are used intensity can remain at
non-authentic peak locations. In a manner similar to above, we apply
the ridge to ridge distance algorithm to determine all of the potential
artifact positions, and subsequently apply the peak to ridge distance
algorithm to determine if potential artifact positions are resolved in
at least one of the selected sampling angles and will consequently be
removed by the lower value algorithm.

As before, the first step is to edit the peak list to combine truly
unresolved peaks. Sets of unresolved peaks are replaced by a single
peak with an adjusted linewidth to account for their unresolved
components. Unlike for the previous case described above, the
sampling angles are no longer independent, which requires sets
of angles to be selected. The number of angles and which angles
selected can be definitively determined. If some angles must neces-
sarily be collected, such as the 0� and 90� used to determine phase
corrections [19], they can be included in every set of angles tested.
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Typically, initial tests use a small number of angles and increase
the number if all of the artifacts are not removed after a given
number of trials.

For a given set of test angles, all of the artifact positions are
determined through application of the ridge to ridge distance algo-
rithm. This is accomplished by iterating over each set of angles for
each peak against every other ridge. For example, in the case where
there are two peaks, P1 and P2, and two sampling angles, a1 and a2,
the ridge extending from peak P1 at +a1 would be tested against the
�a1 ridge of P2 and both the +a2 and �a2 ridge of P2. The other
three ridge components of P1 are tested in the same manner. To
speed the analysis, only those peaks that are not resolved in the
directly detected dimension are tested. The list of all potential
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artifacts is then edited to remove peaks that are in the same
location as the authentic peaks. If the primary concern is to deter-
mine the chemical shifts, removing the overlapping artifacts from
the list will not affect the final spectrum, it can only affect the peak
intensities. If the intensities are a concern the minimum angle to
resolve peak intensity algorithm can be run first to select the
angles that resolve intensities. The intensities can then be ex-
tracted from the appropriate angle spectra.

The final step is to determine if the potential artifacts will be
removed during lower value comparison. This is accomplished by
applying the peak to ridge distance algorithm. The ridges will only
extend from the authentic peaks, and not the potential artifact posi-
tions. Accordingly, the potential artifact positions are tested against
all of the ridges extending from the authentic peaks. If an artifact po-
sition is resolved in one of the angles, the potential artifact will be re-
moved during the lower value comparison. A list of unresolved
artifacts is thereby compiled. If the number or location of the
remaining artifacts is unsatisfactory a new set of angles is then
tested.

This algorithm was test against same 10 peak generated data
test case used in the previous algorithm. Analysis of the peak list
concluded that two sampling angles, 6� and 85� are needed to
remove all of the artifacts. The results are shown in Fig. 3C. Com-
parison with the Cartesian sampled spectrum indicates that only
authentic peak intensity remains after the lower value comparison.

2.5. Spectrum analysis and iterative data collection

In the two previous scenarios, the peak positions are known and
the appropriate angles to either resolve peak intensities or resolve all
of the artifacts can be determined unambiguously. In situations
where the position of the authentic peaks are not known rather than
testing for sampling angles that resolve the potential artifacts, the
remaining peak intensity in a lower value comparison spectrum
needs to be tested. Without knowing the location of the authentic
peaks, all intensity in a lower value spectrum must be treated as a po-
tential peak until it is determined to be authentic. If the intensity in a
lower value spectrum is resolved in at least one angle, the peak must
be authentic. If two peaks are not resolved they are marked as poten-
tial artifacts until additional data resolves them.

The first step in this analysis is to collect an initial data set, pro-
cess the angles separately, compare them with the lower value
algorithm and generate a peak list. All such peaks are considered
potentially authentic at this point. The peak to ridge distance algo-
rithm is applied to test if a potential peak is resolved from the
ridges from all of the other potential peaks. The ridges are gener-
ated at each of the sampling angles used. If a peak is not resolved
at any of the sampling angles, it is marked as a potential artifact.
After a list of potential artifacts is generated, the set of minimum
angles to resolve all of the potential peak intensities is determined
as described above. Additional data are then collected at the
Fig. 3. Comparison of Cartesian and radial sampled spectra illustrating how
appropriate angle selection can speed data collection. Spectrum A shows the
comparison Cartesian sampling spectrum. Spectrum B demonstrates the selection
of the minimum angles needed to resolve all of the peak intensities. For this set of
peaks the positive slope component of 85� sampling angle resolves all of the peaks.
Data were processed with the matching and non-matching direct two-dimensional
Fourier transform to isolate the positive ridge component. For clarity the Cartesian
sampled spectra was overlaid in gray. Spectrum C demonstrates selecting the
minimum angles to produce a spectrum with no artifact peaks. Here data were
generated with two radial sampling angles, 6� and 85�. Data were processed with
the matching and non-matching direct two-dimensional Fourier transforms to
isolate the positive and negative ridge components of the two angles generating
four spectra. The four spectra were compared with the lower value algorithm to
produce an artifact free spectrum. A slice take at 60 Hz is overlaid, with slight offset
for clarity, demonstrates an artifact free baseline.
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Fig. 5. Demonstration of the minimum angles needed to determine the peak
intensities for ubiquitin using a HNCO. Peak list analysis determined that sampling
angles of 36� and 90� would resolve all of the peak intensities. Shown here are the
13C–15N indirect planes of three HNCO spectra at 1H shift of 8.15 ppm. Spectrum A
shows Cartesian sampled experiment as a reference. Spectrum B shows the 90�
sampling angle spectra while spectrum C shows the positive ridge component of the
36� sampling angle. Note that the peaks that are not resolved at 90� are resolved at
36�.

Fig. 4. Demonstration of iterative angle selection and spectrum analysis. Spec-
trum A shows the lower value comparison of the face, 0� and 90� sampling
angle, spectra. The peak list of the spectrum A was analyzed and a 35� sampling
angle was determined to remove the most artifacts. Spectrum B shows the lower
value comparison of the 0�, 35� and 90� sample angle spectra. The circled peak
indicates a peak in the spectrum that was determined to be a possible artifact.
The overlaid slice demonstrates the relative intensity of the possible artifact
peaks. Analysis of the peak list from this spectrum determined that a sampling
angle of 73� would remove any remaining artifacts. Spectrum C shows the lower
value comparison of the resulting spectra from sampling angles at 0�, 35�, 73�
and 90�. Analysis of the peak list from this spectrum determines that all peaks
are resolved at least one of the sampling angles and therefore must be authentic
peaks and not artifacts. The overlaid slice demonstrates the removal of the
artifact peak. The slices in B and C are slightly offset for clarity.
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suggested angles. Data are processed and compared, using the low-
er value algorithm, to the previous spectrum. A new peak list is
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created and analyzed and the process is repeated until all of the
intensity is resolved, or the remaining potential artifacts do not
complicate further analysis.

Fig. 4 demonstrates this method of iterative analysis and data
collection. Here the same 10 peak test case was used as before.
For the first round of data collection, data were generated at 0�
and 90�, processed independently and compared with the lower
value algorithm. The resulting lower value spectrum is shown in
Fig. 4A. As anticipated, it is impossible to determine the 10 authen-
tic peaks from the 100 potentially authentic peaks. Analysis of the
peak list generated from the spectrum in Fig. 4A led to the conclu-
sion that a sampling angle of 35� was optimal. An additional data
set was generated at 35�, processed and compared using the lower
value algorithm to the 0� and 90� lower value spectrum. As shown
in Fig. 4B, inclusion of the additional sampling angle removed a
large number of the additional of the potential artifact peaks, leav-
ing 11 peaks in the spectrum. The one artifact in the spectrum is
circled to highlight that without the analysis described here it is
impossible to distinguish it from an authentic peak. A subsequent
iteration determined that a sampling angle of 73� would resolve all
of the remaining peaks, removing any potential artifacts. Generat-
ing the additional data set, processing and comparison to the 0�,
90� and 35� lower value spectrum produces the spectrum shown
in Fig. 4C. Analysis of this spectrums peak list determines that all
of the peaks must be authentic because they are all resolved from
ridge artifacts.
3. Results

We have essentially described three algorithms: finding a
minimum set of sampling angles to resolve authentic intensities
from ridge artifact intensity; finding a minimum set of sampling
angles to remove all ridge artifacts from the spectrum; and an iter-
ative analysis and data collection procedure for obtaining an arti-
fact free spectrum when the positions of authentic peaks are not
known a priori. Each procedure was tested in the context of the
HNCO spectrum of recombinant human ubiquitin. The results are
illustrated in Figs. 5–7. To establish the minimum set of sampling
angles to resolve authentic intensity, an initial peak list was
derived from the conventional Cartesian sampled HNCO spectrum
(Fig. 5A) though such a 15N, 13C list could be taken from any reli-
able source. This spectrum also served as a comparison with equiv-
alent resolution to the radial sampled spectrum. High resolution
Fig. 6. An example of calculating the fewest angles needed to generate an artifact fre
Cartesian sampled spectrum at 1H 8.71 ppm and Spectrum B shows the same indirect slice
90�. The overlaid slice demonstrates the typical baseline quality for the entire 3D spect
was achieved by collecting 64 increments in both indirect
dimensions. Accordingly, the data collection time was approxi-
mately 36 h. Analysis of the peak list suggested sampling angles
of 36� and 90� would resolve all authentic peak intensity from arti-
factual intensity. Indirect dimension slices of the single step two-
dimensional FT of the positive slope component of 36� and 90�
sampling angle data sets are shown in Fig. 5B and C. Total data col-
lection time for the two angle planes was 51 min corresponding to
a 43-fold time advantage over Cartesian sampling. These slices are
all taken at 8.15 ppm in the 1H acquisition dimension (x3). Impor-
tantly, when measuring peak intensities it is clearly advantageous
to separate the spectrum into the individual ridge components.
This aids in determining the intensity because distracting artifact
peaks are not present. Additionally, by separating the spectrum
into its ridge components fewer sampling angles need to be col-
lected. The spectra are not symmetrical so each ridge component
contains unique data. Separating the ridges also aids in removing
artifact peaks if the lower value algorithm is applied. In summary,
these spectra demonstrate the successful resolution of authentic
peak intensity from artifactual ridge intensity in a deterministic
manner. Analysis of the entire 3D spectrum derived from the two
sampling angles confirmed that all of the peak intensities are
resolved (data not shown).

The two angles selected to resolve peak intensities are not a
unique solution. However, the combination of 36� and 90� was
selected for multiple reasons. First, it is advantageous to include
the 0� or 90� projections or ‘‘faces” as they are needed to determine
the phase corrections [19]. Additionally, the 0� and 90� faces can be
collected with two quadrature components as compared to four
needed for other angles. Finally, the faces are only affected by
relaxation arising from spins associated with only one incremented
time domain.

In cases where the spectrum is especially complex, it might not
be possible to choose a set of angles that resolve all peak intensi-
ties. In this circumstance either a subset of peaks must be focused
on or an alternate experiment must be chosen. When a subset of
the peaks is focused on, the sorting routine can be modified to
include a weighting term to favor the angles that resolve the peaks
of interest. While the time savings occurred by radial sampling
make it appealing, the algorithm described here allows a definitive
mechanism for deciding whether radial sampling is applicable.

The same approach was used to test the procedure for defining
the minimum set of angles necessary to remove all artifacts from
the spectrum. Analysis of the peak list concluded that three
e HNCO spectrum of ubiquitin is shown here. Spectrum A shows the comparison
of the radial sampled experiment using the calculated sampling angle of 0�, 36� and

rum.



Fig. 7. Demonstration of the use of iterative angle selection to generate an artifact
free HNCO spectrum of ubiquitin with radial sampling. For comparison spectrum A
shows an indirect slice of the Cartesian sampled HNCO at 1H 8.49 ppm. Spectrum B
shows the same indirect plane as A for the radial sampled data generated from the
lower value comparison of 0�, 45� and 90� sampling angle spectra. Analysis of the
peak list for the entire 3D experiment concludes that a sampling angle of 64� will
remove the most remaining artifacts, if any. Spectrum B shows the lower value
comparison of 0�, 45� and 90� with a newly collected 64� spectrum. Notice the
removal of one artifact peak, as demonstrated by the overlaid slices. Analysis of this
peak list concludes that all peaks in the spectra are resolved and therefore
authentic.
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sampling angles (0�, 35� and 90�) would suffice. The total
measurement time for the three angles is 68 min corresponding
to a 32-fold time advantage over equivalent resolution Cartesian
sampling. A representative slice of the HNCO spectrum illustrates
that only the desired authentic intensity is present (Fig. 6). Again,
the three angles selected by the algorithm to remove all of the arti-
facts are not unique; other combinations of angles would produce
the equivalent results. In this case, the 0� and 90� sampling angles
were required to be in the angle set in order to determine the nec-
essary phase corrections [19]. Other additional angles could be
included in the angle set. Time is the only disadvantage to includ-
ing more angles if the minimum angles are known. Including addi-
tional angles will not produce ridge artifacts.

The number of angles needed to remove all of the artifacts can
be decreased by reducing the linewidth of the peaks. The algorithm
is based on a distance measurement; therefore the effective dis-
tance between the peaks is optimized by reducing the linewidths.
Standard methods can be used to decrease the linewidths. Increas-
ing the number of increments if relaxation is not limiting or using
constant time approaches where the line widths is adjusted by the
convolution and apodization functions are two obvious options.
Effective use of linear prediction adapted to radial sampled exper-
iments would also decrease the linewidths with a concomitant
reduction in the minimum number of sampling angles required.

The final example illustrates the iterative data analysis and col-
lection procedure used to faithfully reveal authentic peaks while
suppressing artifactual intensity without prior knowledge of the
peak positions. Fig. 7 shows a representative indirect plane of the
HNCO generated from lower value comparison of three sampling
angles (0�, 45� and 90�). This was used as a starting point. Analysis
of the peak list determined that a sampling angle of 67� would
resolve the most additional peaks in the spectrum. The 67� sam-
pling angle spectrum was collected and processed and compared
to the (0�, 45� and 90�) lower value comparison spectrum. A repre-
sentative slice is shown in Fig. 7. Analysis of the resulting peak list
concluded that all of the peaks were resolved and therefore
authentic.
4. Discussion

The three algorithms described here provide a means to confi-
dently collect radially sampled multidimensional NMR data that
such that the integrity of peak intensity is maintained (algorithms
1 and 2) or the spectrum entirely free of artifacts arising from ridge
intensity inadvertently surviving the lower value data reduction
(algorithm 3). The retrospective spectrum analysis described here
removes all uncertainty as to whether a peak is authentic or arti-
fact through a quantitative measure of resolution. Furthermore,
the approach optimizes the data collection by reducing if not elim-
inating the collection of unnecessary data and identifying when
sufficient data have been collected to produce a suitable spectrum.
From a practical point of view, any inefficiency that is introduced
by the analysis during data collection can be overcome by collect-
ing angles of other experiments while it is being performed. Typi-
cally, assignment experiments are run as pairs so a second
experiment is collected concurrently. Regardless, the analysis is
rapid and not computationally intensive. Additionally, once the
first peak list from the initial data set is generated, additional
rounds or analysis are much faster. Automation could be applied
to this step very easily. Though only a (3,2) radially sampled HNCO
spectrum was used to illustrate the potential of the three algo-
rithms described here, all of the methods presented are directly
amenable to higher dimensional experiments. Iterative data analy-
sis and collection is particularly appealing in high order nD exper-
iments where sensitivity and resolution are generally limiting.
While radial sampling affords an easy method to increase the res-
olution of such experiments, optimal data collection allows for less
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angles to be collected and more time to be used for signal
averaging with the attendant gain in signal-to-noise. Future work
will assess optimized radial sampling in sensitivity limiting cases
and in the case of four-dimensional spectra.

5. Methods

All simulated data were created using a set of 10 peaks distrib-
uted in two dimensions to simulated the two linked indirect
dimensions of a (3,2) sampled experiment. The randomly assigned
resonance frequencies of the 10 peaks are: (248.9,�503.4);
(�97.7,�387.2); (�226.5,�844.5); (67.6, �263.5); (462.7,845.5);
(�407.8,58.3); (194.1,�649.1); (380.9,224.9); (47.9,269.3) and
(�727.8,�806.1) Hz. The linewidths of all of the peaks was set to
50 Hz in both dimensions. The spectral width was set to 2000 Hz
in both dimensions. Each sampling angle used was the result of
four quadrature data components collected with 128 increments.

NMR data were collected on a 900 lM 13C, 15N uniformly
labeled sample of human ubiquitin at 25 �C on a Varian INOVA
500 MHz spectrometer. The sample conditions consisted of
50 mM phosphate buffer pH 5.5, 50 mM NaCl and 0.04% azide.
Recombinant ubiquitin was prepared as described [20]. NMR data
were collected using a standard HNCO [21] or a modified version
for radial sampling, such that t1 = t1 cos(a) and t2 = t1(sw1/sw2)
sin(a) with the following experimental conditions. For radial
sampled data each sampling angle, other than 0� and 90�, was col-
lected with four quadrature components at 64 increments compos-
ing 256 FIDs. The 0� and 90� sampling angles were collected with
two quadrature components at 64 increments composing 128 FIDs.
Maximum t1 (13C) and t2 (15N) values were 29.14 and 31.64 ms,
respectively. Cartesian sampled data were collected with equiva-
lent resolution using four quadrature components at 64 incre-
ments in both indirect dimensions composing 16,384 FIDs. In
both sampling schemes each FID contained 512 complex points
and was the average of eight scans, the minimum number of phase
cycling steps stated in the original reference. Using a 1.0-s inter-
scan delay the measurement times for 0� and 90� sampling angles
was 17 min. The measurement time for all other angles was
34 min. The measurement time for the Cartesian sampled spec-
trum was 36.4 h. The spectral width was set to 12 ppm in the pro-
ton dimension. The spectral widths for the indirect dimensions
were chosen to assure no peaks were folded and set to 17.5 and
40 ppm in the carbon and nitrogen dimensions, respectively. With
the corresponding carrier frequencies set at 176 and 119 ppm. The
angle spectra were processed independently using a direct 2D
Fourier transform. Prior to Fourier transforming the data was apod-
ized and zero filled. A cosine squared apodization function was
applied to remove truncation artifacts and to approximate the cor-
rection for unequal spaced data. Subsequently, the angle spectra
were compared using the lower value (magnitude) algorithm to re-
move the ridge artifacts. The Cartesian sampled data were pro-
cessed with corresponding techniques in one dimension. All
processing was done using an in-house program and visualized
using Sparky [22].
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